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	subject/objet
	CCSDS CSTS Working Group
	copy/copie
	CCSDS CSTS Working Group Members


	Description/description
	action/action
	Due date/date limite

	T.Ray to prepare the book describing the Return Unframed Telemetry service based on the generic services and the guidelines for the definition of new services.

16.06.2006: Action moved from CNES to GODDARD
06.10.2009 – RUFT First presentation of service for discussion

07.05.2010 T.Ray will provide the White Book by the Fall Meeting.
	A#6-1104
	Fall meeting 2010

	T.Ray proposed to compile the User States tables for all procedures and propose it as a Green Book that would not be binding for implementation.

T.Ray to draft the User State Tables as Annex of the Specification (TBC).
	A#09-0107
	Fall meeting 2010

	W.Hell to review the ESA combined parameters list and distribute it to CSTS (Copy M.Stoloff).
	A#05-1008
	25.04.2009
End 2009
Spring meeting 2010

Closed

	F.Lassere (CNES) to investigate security constraints and organise connectivity with T.Ray (NASA).
11.03.2010 See notes in MoM 
03.05.2010  Will be done just after the Spring Meeting    
	A#05-0409
	End June 2009

End 2009
15 June 2010

	W.Hell & M.Flentge to prepare a draft data dictionary that will be the base for the monitoring service.

11.03.2010 See notes in MoM
04.05.2010 See notes in MoM


	A#08-0409
	End 2009 

End June 2010


	T.Ray to draft an overview presentation to be presented in all Agencies at the beginning of the review.

26.10.2009 – Draft presentation uploaded to CWE.


	A#10-0409
	Closed

	Considering that the Forward-AOS service requirements are not totally clear for the CSTS, J.Pietras will work out a operational scenarios about   the proposed approach and the possible impacts on the Framework.


	A#02-0609
	End 2009 

Spring Meeting
End June 2010

(Teleconference)



	The version 0.21of the Framework contains ASN.1 updates that shall be considered for the MD service prototype. F.Lassere to confirm the migration.
11.03.2010 Currently version 0.19 is used at ESA, Goddard, CNES.
See notes in MoM
03.05.2010 CNES completed the updates to the Framework. The new version also contains the missing procedure required for the MD Service Prototype, limited to the Cyclic Report. and Unbuffered Data Delivery procedures
	A#01-1009
	End 2009 

 Closed


	Tim Ray will produce an ICD (Interface Control Document) describing the detailed settings of the parameters for the interoperability test with the Provider prototype.


	A#02-1009F
	End 2009 

15 June 2010


	M.Goetzelman will analyse if CSTS RUFT is a self standing service on top of the Framework, or if it will be derived from the Return Abstract Service

	A#04-1009F
	End 2009

Closed

	J.P. will address with the SM W.G. the issue of general management requirements for all Services.

07.05.2010 It is contained in the Guidelines.
	A#05-1009F
	Spring Mtg 2010
Closed

	CNES (FL), BSNC (HK), DLR(DT),  Goddard (AJJ) will review the parameter list provided by ESA (WH), and will provide comments. The list is attached to this MoM.
	A#01-0510S
	End June 2010

(Teleconference)

	JP will review the Framework Specification in order to establish if (or to what extent) the FSEF service can be supported. Also, JP will assess operations scenarios  for a CSTS-based synchronous forward frame service (coded and unencoded frames), possibly identifying any shortcoming in the Framework to support the service.

	A#02-0510S
	End June 2010
(Teleconference)



	YD shall deliver to the SANA the following inputs:
CSTS Framework Specification:  the OID tree, the ASN.1 definitions, and the Annex C of the Specification. 

 YD will update Annex C w.r.t. the use of shall/will by the end of the Spring Meeting.

SLE Services:  the ASN.1 definition for the SLE Services.


	A#03-0510S
	End of Spring Meeting

	JP will update the Guidelines to contain the  following:

An extension to a procedure implies the definition of a new procedure.

A refinement of a procedure does not require a redefinition (uses the procedure as is).

In case a procedure is refined or extended, the Service shall specify the refinement or the extension.

The table 4.1 , Chapter 4.5.2.4, shall be modified in item c. Cases: adopted, extended only, refined only, extended and refined. 


	A#04-0510S
	End June 2010

(Teleconference)



	During the discussion it has been agreed that an Annex will be added to the “Concept”, that explains the approach for OID definition.

YD will produce such Annex.
	A#05-0510S
	End of Spring Meeting

	WH will provide operational scenarios for the asynchronous TC Packet frames service.


	A#06-0510S
	End June 2010

(Teleconference)



	JP will provide a White Book on Service Control  by the Fall Meeting.


	A#07-0510S
	Fall Meeting 2010

	JP introduce the example produced by TR and after commenting will put it in Annex C of the Guidelines.


	A#08-0510S
	End June 2010

(Teleconference)

	CNES (FXM),  DLR(DT),  Goddard (TR) and ESA (MdG) will assess the Presentation on File Transfer from MG, and shall provide their position on all issues. This is needed in order to  define the scope and the boundary of the Service.
	A#09-0510S
	End June 2010

(Teleconference)



	CNES (FL),  DLR(DT),  Goddard (TR) and ESA (MdG) to provide the position of the respective organizations about the need for the RUFT Service versus RAD Service.


	A#10-0510S
	End June 2010

(Teleconference)



	WH will submit to SANA  the monitored parameters list  , together with the policy for the management of the names by SANA. 


	A#11-0510S
	End June 2010

(Teleconference)

	ESA (MdG)  and CNES (FL) will inform about the need by the respective organizations of the Frame Secondary Header service for Launchers.


	A#12-0510S
	End June 2010

(Teleconference)

	TR will add a slide or two to the “CSTS Overview” that recommends which chapters of the Framework specification to read (e.g. for managers, for implementers). 
	A#13-0510S
	End June 2010

(Teleconference)
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1 Review of Actions 
As per Actions register.
2 SLE Services

1) SLE-F-CLTU has been easily fixed by removing  editorial errors.

2) In SLE-FSP the references to “intermediate” services (like forward TC frames) have been removed. These were, in fact, left over from the reference model. Given that SLE-FSP does not expose the relevant interfaces/services, corrections have been made as follows: the elements building up the chain of a functional group, have now been provided with two possible entry points: the one for the standard entry as per Reference Model, and another one of “private” type, that is implementation dependent.

The WG agrees that the changes brought to the documents sort out the issues, and therefore the two documents can be sent to the Secretariat for completing the review process. A resolution statement will be attached. 
3 CSTS Framework  921.1-R-0
Notice: the section numbers refer to the ones in version R.0, provided by the Secretariat (T.Gannet) after initial review.

During the review of the Prototype some changes to the Specification were decided.

Section 3.4.2.3 
Bind Diagnostics, letter J: “Service Instance ended” shall be removed,

Bind Diagnostics, letter g: add “…or the Service User unbound with reason *end* ”. 
Section 3.6.2.2 : Diagnostic, letter f : add at the end    “…or the data is badly formatted” (e.g. one of the S.I. identifier’s filed is missing).

Section 3.4.2.3, letter I : shall this be extended in order to cover the gateway case ? 
Given that the check is not mandatory, the Specification shall state that it is implementation dependent (when the check is implemented, if it fails the Bind shall be denied).

 Other comments were provided by TR, and have been discussed and agreed upon. See attached File

It is proposed to have a new section addressing the procedure instance lifetime (section 4.2.1).
A paper from T.Ray was presented and discussed (see Annex H). The paper raises the point of what are the possible mechanisms for specifying the procedure instance(s) that determine the service sub-state.

A Service Instance may use more than one procedure instances. 

In which case will the service state be ‘bound/active’?

Possible cases:

1) the case 1 from the paper matches the present specification of the framework.

2) the case 2 from the paper is worth considering as possible alternative to the present concept. It shall be considered when doing the review of the blue book. We will consider having a prime procedure type rather than a prime procedure instance.
4 Concept
No review during this meeting.
5 Guidelines 0.7- CCSDS 921.2-R-n
Comments from MG have been discussed.

As it is not possible to cover all comments, it is agreed that this activity will continue after JP has produced the update of the document.

The document will be reviewed  during the next Teleconference.
During the discussion it has been agreed that an Annex will be added to the “Concept”, that explains the approach for OID definition.
Also, the Guidelines shall be updated to contain the following:

An extension to a procedure implies the definition of a new procedure.

A refinement of a procedure does not require a redefinition (uses the procedure as is).

In case a procedure is refined or extended, the Service shall specify the refinement or the extension.

The table 4.1 , Chapter 4.5.2.4, shall be modified in item c. Cases: adopted, extended only, refined only, extended and refined. 

Action JP.
6 Services
6.1 Monitored Data Cross Support Transfer Service 0.10b  (CCSDS 922.1-R-n)
6.1.1 Monitored Data Service, Rel 0.10b (CCSDS 922.1-R-n).
Comments to the version 10b of the document were provided by M. Goetzelmann, and were discussed with John Pietras.
The agreed upon comments will be included in the next version.
6.1.2 Parameters List and Data Dictionary :
WH gave a presentation about the status (see attachment).

Inputs were not received from CNES and DLR.

The set f parameters that BNSC is interested in is a subset of the ESA’s one, so they are already contained in the ESA’s list.

CNES stated that at the present time they do not use the monitored data for real-time services, therefore there is no definition available. 
WH presented the (tentative) list of parameters, as suitable for ESA (attached).
A#08-0409 : WH will review the input from JP and will include/consider this input, as appropriate, for finalizing the list.

Open loop recording and PN ranging parameters still need to be considered. 
All Agencies will review the list and provide comments. See Action Item.
6.2 Tracking Data Service 0.2A

Comments to the version 10b of the document were provided by Y.Doat, and were discussed with John Pietras.
The agreed upon comments will be included in the next version.
6.2.1 Joint session with Navigation WG.
The TD CSTS Book has been presented by JP. 
The comments from D.Barry have been discussed.. Consensus has been reached on the way to provide the Service.
JP will include the comments and produce the new version.

6.3 Return Unframed Telemetry

 MG presented the paper on “Inheritance Structures for RAD and RUFT” (attached in Annex E). This raised (again) the question of which Organization requires which services. In fact, depending on the business cases, the approach can be either of the three presented in the paper.
All organizations shall review the approach.
7 Prototype
The Test Report has been reviewed. 

The results are generally good. For some tests the problem found imply some changes on the Specification (see section 3).
The test requiring further analysis shall be repeated (still on version 0.19)

Then, all tests will be repeated using the version  0.21. This will be delivered to ESA by CNES.

Initially ESA will run the new version by using the own Client simulator. Then, another round of tests will be run with the real User application at Goddard.

Meanwhile T. Ray will maintain both versions.(0.19.and 0.21).
After 15th June, an initial connectivity test will be run, between CNES and Goddard. Then a subset of tests from the Test Plan of the Framework Prototype will be run.
8 AOS Forward Service  
(The Service is now called Forward Synchronous Encoded Frame Service FSEF, according to IOAG Catalog #1)

JP presented  the new version of  CCSDS-912.1-O-101 (from April 2010) . This version introduces a concept that diverges from the original one. The notion of a coding layer providing the same services as the ones for the Telemetry is introduced. 

It is agreed that the book deserves extensive review.
WH stresses that the upcoming IOAG Catalog#2 will identify a service similar to the one from the Orange Book (forward Unencoded Frame Service). 
JP will review the Framework Specification in order to assess if (or to what extent) it can support the SLE-FSEF.
Operations scenarios shall be assessed for a CSTS-based synchronous forward frame service (coded and unencoded frames). JP will identify any shortcoming in the Framework to support the service.

WH stresses that operational scenarios for the asynchronous TC Packet frames service shall also be identified.

It is proposed to have a first round of discussion by the next Teleconference, to be held tentatively at end of June (tbc).

9 File Transfer 

MG gave a presentation, highlighting all the areas of File Transfer that need to be assessed by the Agencies in order to define the scope and the boundary of the Service.
The presentation is attached.

All Agencies will review it and will provide the respective position on all aspects.
Security issues related to File Transfer shall be passed to the Security WG for assessment and feedback.

10  Meeting with SANA

The Object Identifier concept was presented by YD.

The structure of the OID tree has been explained.
CSTS Framework Specification: it is agreed that the WG delivers to SANA the OID tree, the ASN.1 definitions, and the Annex C of the Specification. 
This chapter, however, needs to be assessed with respect to the use of  shall/will (i.e. what is mandatory, etc)

YD will update Annex C w.r.t. the use of shall/will by the end of the Spring Meeting.
SLE Services: YD will provide the OID definition for the SLE Services.

CSTS-MD Service: this new service will surface soon. The monitored parameters, as subdivided into lists (one per each functional resource) with the relevant definitions, will be submitted to SANA by WH, together with the policy for the management of the names by SANA. 
It is clarified that enhancing the OID structure with new OIDs (e.g. requesting new OID for new services) can be done either by CCSDS (the CSS Area), or also by individual  Agencies (e.g. when an Agency intends to develop a service that is not needed by other agencies).
They have to register the new OID with SANA.

The CSS will/may require new/updated OID when e.g. issuing a new release of the document.

For the parameter names it is proposed that SANA runs an Agency review of the (draft) proposed names, in order to officially publish by CCSDS. 
11  Joint Session with SM WG on Service Control CSTS

JP gave a presentation on Service Control approach, which has been extensively discussed (see Annex E).
JP will provide a White Book on this service by the Fall Meeting.
12 Return Frame Secondary Header

The need for this service has been shortly addressed by MdG.

This service may/will be required by the Launchers:  the Secondary Header contains the coordinates of the trajectory.

The service had been identified in the Reference Model for SLE, but the relevant recommendation had never been developed.

It is assume that thes service is very similar to the SLE R-OCF service (with options for Master Channel or Virtual Channel).

In case the need is identified, ESA could produce the recommendation.

ESA and CNES will inform about the need by the respective organizations by the Teleconference to be held at end of June.

It is acknowledged that introducing yet another SLE service is not in line with the charter of  CSS-CSTS.
It is considered however that, should this service be required for support to the Launchers, the implementation as SLE service shall be the fastest way to implement and deploy it.

13 AOB
It is proposed to have a session to discuss possible inputs for the SANA.

Wednesday morning at 11:00:  for initial discussion within the WG. Meeting.

Meting with SANA will take place at 11:30.

14 CSTS Overview Presentation
T.Ray introduced the CSTS Overview presentation at the Area plenary meeting. During the CSTS WG meeting few comments have been discussed and they were recorder by the author, who also updated the Presentation at the same time. 
Only one comment remains to be incorporated. This is recorded in A#13-0510S.
The Presentation is provided in Annex J.
15 STATUS OF WG PRODUCTS

15.1 Chartered Projects
	Name
	Book Type
	Next Major Milestone
	Projected Date
	Comments

	CSTS Framework Specification
	Blue
	Edited Red-1 to Secretariat
	June 2010 (proposed)
	After review at Portsmouth meeting, will be updated and sent to Secretariat.

	Guidelines for Specification of CSTSes
	Magenta
	Candidate Magenta to Secretariat
	Fall 2010 
	After review at Portsmouth meeting, will be updated and reviewed at Teleconference

	CSTS Framework Concept
	Green
	Draft G-1 Release to Secretariat
	Co-incident with Red-1 release of CSTS FW Specification
	

	Monitored Data CSTS
	Blue
	Candidate Red-1 to Secretariat
	Fall 2010 
	To be updated after  Portsmouth meeting then will be sent to secretariat

	Tracking Data CSTS
	Blue
	Candidate Red-1 to Secretariat
	Fall 2010
	To be updated after  Portsmouth meeting then will be sent to secretariat

	Monitoring Parameters Data Dictionary


	 Entry for SANA
	In work
	Fall 2010
	To be produced after the Portsmouth meeting



15.2 Other Projects

	Name
	Book Type
	Next Major Milestone
	Projected Date
	Comments

	Return Unframed Telemetry
	Blue
	First draft White Book
	Fall 2010
	

	SLE FCLTU Service
	Blue
	Blue-3 to Secretariat
	May 2010  
	In final editing.

	SLE FSP Service
	Blue
	Blue-2 to Secretariat
	May 2010  
	In final editing.

	SLE Enhanced FCLTU Service
	Orange
	 In work
	 
	 

	Service Control CSTS
	
	In work
	tbd
	White Book tentatively by the Fall Meeting 2010


16 Annexes
16.1 Annex A
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Cross Support Services Area

Cross Support Transfer Services Working Group

Changes Since Version W-0.9

• Incorporated changes from Noordwijk review, including:

– Re-organized of section 2 (Overview) to simplify the presentation 

of the material and collect similar material in common 

subsections 

• NOTE – this new organization is now reflected in the Guidelines for 

the content and organization of section 2 of CSTS specifications

– Removed requirements for the syntax of functional resource 

identifiers and fully qualified names. 

• As discussed in Noordwijk, it is premature to require that all fully 

qualified names follow a single syntax, and may unnecessarily 

constrain the use of the MD-CSTS service in some future 

application. 

• Definition of the syntax is now deferred to the (planned) CCSDS 

standard “Monitored Data for Space Communication Services”

(working title) Recommended Standard

– ISO Object Identifiers for the various subtrees have been to 

section 3 


16.2 Annex B 


[image: image3.emf]1

04 May 2010

Candidate Monitored Data

Candidate Monitored Data

Portsmouth, Virginia, USA

04 May 2010

Wolfgang Hell



[image: image4.emf]2

04 May 2010

Candidate Monitored Data

Sources used

•

DLR List of Monitored Parameters (informal email)

•

JPL specification of SLE rtn services ‘private annotation’

(informal email)

•

0158-Monitor ‘Deep Space Network Interface for Mission 

Monitor Data’ Revision D: Draft February 26, 2009

•

Baseline Functional Resources for the CCSDS Monitored 

Data Cross Support Transfer Service (John Pietras)

•

BepiColombo ‘wish list’ presentation

•

Draft requirements for the ESTRACK Coordination System 

(ECS)

•

SLE Transfer Service specifications

•

Hands-on experience from spacecraft recovery
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04 May 2010

Candidate Monitored Data

Challenges

•

The assessment of who is supporting / wanting what is 

difficult, as equivalent things are called differently by 

different organizations

e.g. System Noise Temperature – Noise Density

•

How important is it to have controlled parameters in the list 

of monitored data?

Spying vs overcoming terminology issues

•

Will agencies be willing to modify the data presentation

Familiar proprietary formats vs equipment neutral standard  

presentation

•

How can we deal with complex data structures (e.g. GVCID 

lists also covering the Master Channel option)
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04 May 2010

Candidate Monitored Data

Challenges

•

In terms of data typing, shall we favor a formal Interface 

Definition Language (helps the implementers, but the users 

may shy away in the review process)

•

How do we maintain the data dictionary as new capabilities 

get deployed and need to be monitored (e.g. PN ranging)?

•

Do we need to impose a ‘CCSDS’ station breakdown into 

‘functional resources’ such that

•

we can define summary alarms or status information for 

such resources

•

we have a standard mechanism to refer to a specific 

resource that is independent of physical units but still 

allows to identify them 
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04 May 2010

Candidate Monitored Data

Observations

•

The degree of commonality in terms of what is being 

monitored is encouraging, but the discrepancies in formats 

are significant

•

The wish list in terms of monitored data can be reduced 

when we remove all those parameters that are made available 

a media cal files anyway and for which the need for near real 

time observation is not obvious:

•

Meteo data (temperature, relative humidity, barometric 

pressure)

•

Atmospheric temperature and attenuation in antenna beam 

direction (radiometer measurement of water vapour content)

•

GPS derived ionospheric corrections (generated from a global 

GPS ‘sensor’ network and provided by JPL as media calibration 

files 


16.3 Annex C 
CCSDS Candidate Monitored Data 
	Parameter
	Description

	Type
	Provided/ Wanted by
	Comments

	Antenna Status
	 
	 
	 
	 

	Antenna ID
	 
	Set of Visible String
	D,E,J
	Set is needed to cover antenna arraying, antenna used for uplink to be identified

	Production status
	configured, operational, interrupred, halted
	Enum
	CCSDS?
	not commonly used

	Actual azimuth
	may be > 360 degr.
	(scaled) Integer
	D, E, J
	How to deal with antennas with different mounts, e.g. x/y?

	Actual elevation
	may be > 90 degr.
	(scaled) Integer
	D, E, J
	Time-tagged antenna pointing is regarded a radio metric product  

	Commanded azimuth
	may be > 360 degr.
	(scaled) Integer
	D, E, J
	 

	Commanded elevation
	may be > 90 degr.
	(scaled) Integer
	D, E, J
	 

	Azimuth error
	 
	(scaled) Integer
	D, E
	 

	Elevation error
	 
	(scaled) Integer
	D, E
	 

	Pointing mode
	stall, halt, slew, program-track, conical scan, auto-track 
	Enum
	E, J
	Not each antenna will implement all modes

	Tracking receiver lock status
	locked, not locked
	Boolean
	E, J
	If such receiver is present

	Tracking mode*
	PLL, cross-correlation
	Boolean
	D, E, J
	If such receiver is present

	Tracking Receiver Input Level
	neg. dBm
	(scaled) Integer
	D, E, J
	AGC reading calibrated to LNA input, always a negative number 

	Polarization angle
	degrees
	Integer
	(D), E
	 

	Tracking receiver loop bandwidth*
	Hz
	(scaled) Unsigned Integer
	E
	 

	Mean wind speed 
	km/h
	Unsigned Integer
	E, J
	needs definition of the sliding observation window

	Peak wind speed
	km/h
	Unsigned Integer
	 
	 

	Wind direction
	degrees
	Unsigned Integer
	J
	 

	 
	 
	 
	 
	 

	Carrier Uplink Status
	 
	 
	 
	 

	Production status
	configured, operational, interrupred, halted
	Enum
	CCSDS?
	not commonly used, equipment specific alarms are evaluated

	Actual transmit frequency
	Hz
	(scaled) Unsigned Integer
	D, E, J
	varies in case of uplink ramping for Cat. B missions

	EIRP
	dBm
	(scaled) Integer
	D, E, J
	 

	Sweep active
	yes/no
	Boolean
	E
	Modulation is forced off, whenever the carrier is sweeping

	Sweep pattern*
	 
	Sequence of Integers
	E, J
	number of legs, for each start frequency, rate, duration

	CLCW RF Lock
	locked / unlocked
	Boolean
	E
	Only for CCSDS TM format

	TC modulation index*
	peak rad
	(scaled) Unsigned Integer
	E, J
	 

	RNG modulation index*
	peak rad
	(scaled) Unsigned Integer
	E, J
	 

	 
	 
	 
	 
	 

	Uplink Subcarrier Status
	 
	 
	 
	 

	Subcarrier frequency*
	Hz
	(scaled) Unsigned Integer
	E, J
	 

	PLOP*
	always on, PLOP-1, PLOP-2, always off
	Enum
	E
	 

	Cohernt with data clock*
	yes / no
	Boolean
	E
	 

	 
	 
	 
	 
	 

	Uplink Ranging Status
	 
	 
	 
	 

	Ranging active*
	yes / no
	Boolean
	E
	 

	Ranging type*
	tone, hybrid, PN
	Enum
	 
	 

	Chip rate / tone frequency*
	Hz
	(scaled) Unsigned Integer
	E
	 

	Code type (PN ranging)*
	T2, T4
	Enum
	 
	 

	Code length (hybrid)*
	3 .. 20
	 Unsigned Integer
	E
	 

	 
	 
	 
	 
	 

	Data Interface Status
	 
	 
	 
	assumes present TC standard, AOS will have other coding options

	Data clock*
	mHz
	(scaled) Unsigned Integer
	E, J
	 

	Baseband waveform*
	NRZ-L, NRZ-M, NRZ-S, SP-L, SP-M…
	Enum
	E
	 

	 
	 
	 
	 
	 

	CLTU Service Provider
	 
	 
	 
	 

	Production status
	configured, operational, interrupred, halted
	Enum
	CCSDS
	 

	Uplink status
	Locked, notbit lock, no RF lock, unknown
	Enum
	CCSDS
	 

	SI state
	unbound, ready, active
	Enum
	CCSDS
	 

	Number of CLTUs received
	 
	Unsigned Integer
	CCSDS
	 

	Number of CLTUs processed
	 
	Unsigned Integer
	CCSDS
	 

	Number of CLTUs radiated
	 
	Unsigned Integer
	CCSDS
	 

	Number of CLTUs rejected
	 
	Unsigned Integer
	CCSDS
	 

	Acquisition sequence length*
	bytes
	Unsigned Integer
	CCSDS
	 

	Bit lock (CLCW) required*
	yes, no
	Boolean
	CCSDS
	 

	Clcw global VCID*
	 
	Seaquence of unsigned Integers
	CCSDS
	The range of some of the integers depends on the frame version (TM, AOS)

	Clcw physical channel*
	 
	Visible string 1 to 32 characters
	CCSDS
	 

	Delivery mode*
	fwd online
	Constant
	CCSDS
	 

	Expected cltu identification
	 
	Unsigend Integer
	CCSDS
	 

	Expected event invocation identification
	 
	Unsigend Integer
	CCSDS
	 

	Maximum cltu length* 
	bytes, max 4096
	Unsigend Integer
	CCSDS
	 

	Minimum delay time*
	microseconds
	Unsigend Integer
	CCSDS
	 

	Notification mode*
	immediate, deferred
	Enum
	CCSDS
	 

	Plop 1 idle sequence length*
	bytes
	Unsigned Integer
	CCSDS
	 

	Plop in effect*
	PLOP-1, PLOP-2
	ENUM
	CCSDS
	 

	Protocol abort mode*
	flush, continue
	ENUM
	CCSDS
	 

	Reporting cycle*
	seconds (2 .. 600)
	Unsigned Integer
	CCSDS
	 

	Return timeout period*
	seconds (1 .. 600)
	Unsigned Integer
	CCSDS
	 

	RF available required*
	yes, no
	Boolean
	CCSDS
	 

	 
	 
	 
	 
	 

	FSP Service Provider
	 
	 
	 
	 

	Parameters applicable to all FSP SIs
	 
	 
	 
	 

	Maximum packet length*
	bytes, (7 .. 65542)
	Unsigned Integer
	CCSDS
	 

	VC multiplexing control*
	 
	Complex type depending on the multiplexing scheme
	CCSDS
	If scheme is FIFO, this parameter is undefined, if scheme is absolute priority, sequence of at most 64 VCIDs, if scheme is polling vector, sequence of at most 192 VCIDs

	VC multiplexing scheme*
	FIFO, Absolute Priority, Polling Vector
	ENUM
	CCSDS
	 

	Parameters applicable to all FSP SIs sharing a given pysical channel
	 
	 
	CCSDS
	 

	Production status
	configured, operational, interrupred, halted
	Enum
	CCSDS
	 

	Bit lock (CLCW) required*
	yes, no
	Boolean
	CCSDS
	 

	Clcw physical channel*
	 
	Visible string 1 to 32 characters
	CCSDS
	 

	Clcw global VCID*
	 
	Sequence of Unsigned Integers
	CCSDS
	 

	RF available (CLCW) required*
	yes, no
	Boolean
	CCSDS
	 

	Parameters applicable to all FSP SIs sharing a given VC
	 
	 
	CCSDS
	 

	Blocking timeout period*
	milliseconds (100 .. 100000)
	Unsigned Integer
	CCSDS
	Parameter is undefined if blocking usage is 'no'

	Blocking usage* (blocking performed by the provider)
	yes, no
	ENUM
	CCSDS
	 

	Directive invocation enabled*
	yes, no
	ENUM
	CCSDS
	 

	FOP sliding window*
	1 .. 255
	Unsigned Integer
	CCSDS
	 

	FOP state*
	active, retransmitWithoutWait, retransmitWithWait, initialisingWithoutBCFrame, initialisingWithBCFrame, initial
	ENUM
	CCSDS
	 

	MAP multiplexing control*
	 
	Complex type depending on the multiplexing scheme
	CCSDS
	If scheme is FIFO, this parameter is undefined, if scheme is absolute priority, sequence of at most 64 VCIDs, if scheme is polling vector, sequence of at most 192 VCIDs

	MAP multiplexing scheme*
	FIFO, Absolute Priority, Polling Vector
	ENUM
	CCSDS
	 

	Maximum frame length*
	bytes (12 .. 1024)
	Unsigned Integer
	CCSDS
	 

	Segment header*
	present, absent
	Boolean
	CCSDS
	 

	Timeout type*
	alert, suspend
	ENUM
	CCSDS
	 

	Timer initial*
	microseconds
	Unsigned Integer
	CCSDS
	 

	Transmission limit*
	1 .. 255
	Unsigned Integer
	CCSDS
	 

	Transmitter frame sequence number*
	0 .. 255
	Unsigned Integer
	CCSDS
	 

	Parameters applicable to a given SI
	 
	 
	CCSDS
	 

	APID list*
	 
	Sequence of Unsigned Integers
	CCSDS
	The sequence has a length of 1 .. 2048 and each Integer is in the range (0 .. 2047)

	Delivery mode*
	fwd online
	Constant
	CCSDS
	 

	Expected packet identification*
	 
	Unsigned Integer
	CCSDS
	 

	MAP list
	 
	Sequence of Unsigned Integers
	CCSDS
	The sequence is undefined in case segment headers are absent, other wise it has a length of 1 .. 64 and each Integer is in the range (0 .. 63)

	Permitted transmission mode*
	sequence controlled, expedited, any
	ENUM
	CCSDS
	 

	Reporting cycle*
	seconds (2 .. 600)
	Unsigned Integer
	CCSDS
	 

	Return timeout period*
	seconds (1 .. 600)
	Unsigned Integer
	CCSDS
	 

	Directive invocation online
	yes, no
	Boolean
	CCSDS
	 

	Directive invocation enabled*
	yes, no
	Boolean
	CCSDS
	 

	Expected directive identification
	 
	Unsigned Integer
	CCSDS
	 

	Expected event invocation identification
	 
	Unsigned Integer
	CCSDS
	 

	Expected packet identification
	 
	Unsigned Integer
	CCSDS
	 

	Return timeout period*
	seconds (1 .. 600)
	Unsigned Integer
	CCSDS
	 

	Virtual channel
	0 .. 63
	Unsigned Integer
	CCSDS
	 

	 
	 
	 
	 
	 

	Carrier Downlink Status
	 
	 
	 
	 

	Production status
	configured, operational, interrupred, halted
	Enum
	CCSDS? 
	not commonly used, equipment specific alarms are evaluated

	System noise temperature
	K
	Unsigned Integer
	E, J
	Alternatively one can report the noise density

	Actual receive frequency
	Hz
	(scaled) Unsigned Integer
	E, J
	 

	Frequency offset
	 
	 
	D, E, J
	 

	Signal level
	dBm
	(scaled) Integer
	D, E, J
	should be referenced to LNA input, carrier level when AGC coherent and remnant carrier modulation scheme, otherwise total signal power

	Polarization angle
	degrees
	Integer
	(D), E
	 

	Carrier lock
	locked, unlocked
	Enum
	D, E, J
	Lock indication also valid for suppressed carrier modulation schemes

	Tracking loop bandwidth*
	Hz
	Unsigned Integer
	E, J
	 

	Order of loop*
	first, second, third
	Enum
	E
	 

	Carrier loop mean phase error
	rad
	(scaled) Integer
	E, J
	requires definition of the observation (sliding) window 

	Carrier loop peak phase error
	rad
	(scaled) Integer
	E
	requires definition of the observation (sliding) window 

	Carrier loop phase error std deviation
	rad
	(scaled) Integer
	E
	requires definition of the observation (sliding) window 

	Carrier frequency uncertainty*
	Hz
	Unsigned Integer
	E
	also valid for suppressed carrier modulation schemes

	Predict mode*
	1-way, 2-way, 3-way
	Enum
	J
	 

	Carrier loop SNR
	dB
	(scaled) Integer
	E, J
	 

	Best lock frequency
	Hz
	Unsigned Integer
	 
	Can only be provided while the spacecraft is in 1-way

	Doppler standard deviation
	Hz
	(scaled) Unsigned Integer
	E
	 

	 
	 
	 
	 
	 

	Subcarrier Downlink Status
	 
	 
	 
	 

	Actual subcarrier frequency
	Hz
	(scaled) Unsigned Integer
	E, J
	Will be undefined if the given modulation scheme does not use a subcarrier.

	Subcarrier lock status
	locked, unlocked 
	Enum
	D, E, J
	 

	Subcarrier level estimate
	dBc
	(scaled) Integer
	E
	 

	Subcarrier demod loop bandwidth*
	percentage' of subcarrier frequency 
	(scaled) Integer
	E, J
	 

	 
	 
	 
	 
	 

	Symbol Synchronizer Downlink Status
	 
	 
	 
	 

	Symbol synchronizer lock status
	locked, not locked
	Enum
	D, E, J
	 

	Actual symbol rate
	symbols per second
	(scaled) Unsigned Integer
	E, J
	 

	Es/No
	dB
	(scaled) Integer
	D, E, J
	Most algorithms used to calculate this estimate saturate relatively early. For ample link margin, the reported value is possibly too low.

	Symbol synchronizer Loop bandwidth*
	percentage' of subcarrier frequency 
	(scaled) Integer
	E, J
	 

	Symbol Error Rate
	 
	(scaled) Unsigned Integer
	 
	To be determined on the basis of the (potentially encoded) ASM?

	 
	 
	 
	 
	 

	Decoder and Frame Synchronizer Downlink Status
	 
	 
	 
	 

	Frame synchronizer lock status
	locked, verify, not locked
	Enum
	D, E, J
	 

	ASM correlation error
	 
	Unsigned Integer
	 
	How to deal with coded versus encoded ASM? 

	Symbol inversion
	yes, no
	Boolean
	 
	 

	Frame error rate
	 
	(Scaled) Unsigned Integer
	E
	 

	Number of RS errors corrected 
	 
	Unsigend Integer
	J
	 

	ERT annotation locked to reference
	yes, no
	Boolean
	E
	 

	 
	 
	 
	 
	 

	Downlink Ranging Status
	 
	 
	 
	The parameters proposed so far are only for the ECSS ranging standard. The CCSDS PN ranging monitor parameters are still to be worked out.

	Ranging tone level
	dBc
	(scaled) Integer
	E
	 

	Ranging code level
	dBc
	(scaled) Integer
	E
	 

	Estimated effective ranging modulation index
	rad
	(scaled) Unsigned Integer
	E
	 

	Code number reached with successful ambiguty resolution 
	1 .. 20
	Unsigned Integer
	E
	 

	Ambiguity resolved
	yes, no
	Boolean
	E
	 

	Spacecraft slant range
	km
	Unsigned Integer
	 
	probably not considering the a priori knowledge of the spacecraft position

	Slant range standard deviation
	m
	Unsigned Integer
	 
	 

	 
	 
	 
	 
	 

	RAF Service Provider
	 
	 
	 
	 

	Production status
	running, interrupred, halted
	Enum
	CCSDS
	 

	SI state
	unbound, ready, active
	Enum
	CCSDS
	 

	Number of frames received
	 
	Unsigned Integer
	E
	undefined for offline delivery mode

	Number of good frames received
	 
	Unsigned Integer
	D, E
	 

	Number of frames delivered
	 
	Unsigned Integer
	E
	 

	Delivery mode*
	Online timely, online complete, offline
	Enum
	CCSDS
	 

	Latency limit*
	seconds
	Unsigned Integer
	CCSDS
	 

	Reporting cycle*
	seconds (2 .. 600)
	Unsigned Integer
	CCSDS
	 

	Return timeout period*
	seconds (1 .. 600)
	Unsigned Integer
	CCSDS
	 

	Requested frame quality*
	all, good, erred 
	Enum
	CCSDS
	 

	Transfer buffer size*
	number of frames
	Unsigned Integer
	CCSDS
	 

	 
	 
	 
	 
	 

	RCF Service Provider
	 
	 
	 
	 

	Production status
	running, interrupred, halted
	Enum
	CCSDS
	 

	SI state
	unbound, ready, active
	Enum
	CCSDS
	 

	Number of frames received
	 
	Unsigned Integer
	 
	Undefined for offline delivery mode

	Number of frames delivered
	 
	Unsigned Integer
	 
	 

	Delivery mode*
	Online timely, online complete, offline
	Enum
	CCSDS
	 

	Latency limit*
	seconds
	Unsigned Integer
	CCSDS
	 

	Permitted global VCID set* 
	 
	Set of Unsigned Integers
	CCSDS
	Depending on the frame version number, the set may have up to 9 or up to 65 elements (TM or AOS), each specifying either a VC or a master channel 

	Reporting cycle*
	seconds (2 .. 600)
	Unsigned Integer
	CCSDS
	 

	Requested global VCID*
	 
	Sequence of Unsigned Integers
	CCSDS
	Sequence of SC-ID, frame version number and VCID or MC selection

	Return timeout period*
	seconds (1 .. 600)
	Unsigned Integer
	CCSDS
	 

	Transfer buffer size*
	number of frames
	Unsigned Integer
	CCSDS
	 

	 
	 
	 
	 
	 

	ROCF Service Provider
	 
	 
	 
	 

	Production status
	running, interrupred, halted
	Enum
	CCSDS
	 

	SI state
	unbound, ready, active
	Enum
	CCSDS
	 

	Number of frames received
	 
	Unsigned Integer
	 
	Undefined for offline delivery mode

	Number of OCFs delivered
	 
	Unsigned Integer
	 
	 

	Delivery mode*
	Online timely, online complete, offline
	Enum
	CCSDS
	 

	Latency limit*
	seconds
	Unsigned Integer
	CCSDS
	 

	Permitted global VCID set* 
	 
	Set of Unsigned Integers
	CCSDS
	Depending on the frame version number, the set may have up to 9 or up to 65 elements (TM or AOS), each specifying either a VC or a master channel 

	Permitted control word type set* 
	all, clcw, private
	Enum
	CCSDS
	 

	Permitted TC VCID set*
	 
	Set of Unsigned Integers
	CCSDS
	Set of at most 65 elements, each identifying either a TC VCID or the Master Channel

	Permitted update mode*
	all, continuous, on change
	Enum
	CCSDS
	 

	Reporting cycle*
	seconds (2 .. 600)
	Unsigned Integer
	CCSDS
	 

	Requested Control Word type*
	clcw, private
	Enum
	CCSDS
	 

	Requested global VCID*
	 
	Sequence of Unsigned Integers
	CCSDS
	Sequence of SC-ID, frame version number and VCID or MC selection

	Requested TC VCID*
	 
	Integer
	CCSDS
	Master Channel or VC (0 .. 63)

	Requested update mode*
	continuous, on change
	Enum
	CCSDS
	 

	Return timeout period*
	seconds (1 .. 600)
	Unsigned Integer
	CCSDS
	 

	Transfer buffer size*
	number of OCFs
	Unsigned Integer
	CCSDS
	 

	 
	 
	 
	 
	 

	Others
	 
	 
	 
	 

	Precipitation accumulated
	mm since 00:00 UTC
	Unsigned Integer
	J
	 

	Precipitation rate
	mm/h
	(scaled) Unsigned Integer
	E, J
	 

	Cloud cover
	%
	Unsigned Integer
	E
	 

	 
	 
	 
	 
	 

	Open loop recording not cocered at this point
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Changes Since Noordwijk

• Adopts an even simpler approach whereby each data sample is 

delivered with its metadata

– TDM atomic segment

• VLBI and Delta-DOR have been removed 

– Per David Berry’s suggestion 

• The functional groups in section 2 have been replaced with 

functional resources 

• Further extension of the START positive return is prohibited 

– As agreed in Noordwijk

– Greatly simplifies the syntax of the START extension 

• Operational Scenario in section 2 has been extended to include a

second complete TD-CSTS instance 

– The second complete TD-CSTS instance illustrates how the complete 

mode may be used during the pass

– Shows contrast its behavior with that of a real-time TD-CSTS instance 

that is active at the same time 
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TDM Atomic Segment

• Every tracking data measurement is reported (along with 

its associated metadata) in an atomic segment that is the 

payload of a TRANSFER-DATA invocation

– Eliminates the problem with mixing different types of tracking 

data in the same segment

• Tracking data to be delivered by a TD-CSTS instance 

can now be tailored to that service instance 

– In previous versions, all TD-CSTS instances were required to 

deliver all tracking data generated

– Selection of the tracking data to be delivered by each TD-CSTS 

instance is managed information
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Mapping of TDM Data Elements to TD-CSTS 

Operations

• The 

tdm-header

parameter is added to positive START 

return of the Buffered Tracking Data Message Delivery 

Procedure

– Contains the TDM header, which is required as the first element 

of a valid TDM

• The 

data

parameter of the TRANSFER-DATA 

invocation of the Buffered Tracking Data Message 

Delivery Procedure is refined to be of type octet-string 

and formatted as a TDM Atomic Segment

– I.e., in accordance with TDM Segment formatting rules
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Operational Concept (1 of 3)

• Service Agreement (somehow) specifies what kinds of tracking data can be 

reported, from the following set of tracking data types: 

– CARRIER_POWER

– DOPPLER_INSTANTANEOUS

– DOPPLER_INTEGRATED

– Carrier power to noise spectral density ration (PC_N0)

– Ranging power to noise spectral density ration (PR_N0)

– RANGE

– RECEIVE_FREQ

– TRANSMIT_FREQ

– TRANSMIT_FREQ_RATE

– ANGLES 

• When a Service Package is scheduled to provide tracking services, that 

Service Package is also configured to provide TD service instances

– Each TD service instance is configured to provide one or more of the tracking 

data types 
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Operational Concept (2 of 3)

• When a Service Package containing tracking services starts executing, the 

tracking data measurements associated with those tracking services are 

taken at whatever frequencies are appropriate and/or negotiated for those 

services

– Different data types may be generated at different intervals 

• Each Atomic segment contains *

one and only

* of the following : 

– A single carrier power measurement plus its metadata

– A single instantaneous Doppler measurement plus its metadata 

– A single integrated Doppler measurement plus its metadata

– A single carrier power to noise spectral density measurement plus its metadata 

– A single ranging power to noise spectral density measurement plus its metadata

– A single receive frequency measurement plus its metadata

– A single transmit frequency measurement plus its metadata

– A single transmit frequency rate measurement plus its metadata; or 

– A single pair of angle measurements and their metadata
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Operational Concept (3 of 3)

• For each TD service instance, after binding to the service provider 

the user sends a START invocation 

• The provider returns a START positive result that contains the TDM 

Header

• Whenever an Atomic Segment becomes available for a tracking 

data type for which the TD service instance is configured to transfer, 

the TD service instance transfers that Atomic Segment  

– If measurements for multiple instances of a tracking data type (e.g., 

transmit frequency) are being generated, and TD-CSTS instance that is 

configured for that tracking data type receives the Atomic Segments for 

all instances of the type
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Measurement Qualifier Issue

• Some of the tracking data types have qualifiers

– E.g., range units, angle types

• Some ground stations/antennas can support only some 

qualifiers for some tracking data types

• Should TD-CSTS instances accept whatever qualified 

types are supplied by the antenna (resource string) that 

is allocated to the Service Package?

– What happens if the antenna can supply multiple qualifiers?

• Or should the TD-CSTS configuration profile specify 

what qualifier is acceptable?

– What happens if no available/acceptable antenna can supply the 

qualifier – is the Service Package Request rejected?

– Can the TD-CSTS configuration profile specify multiple 

acceptable qualifiers?
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Multiple Instance Identification Issue

• Multiple instances of the same tracking data parameter 

(e.g., receive frequency) may be reported in the same 

TDM

• Different instances will be reported in different Atomic 

Segments, but what metadata should be used to 

distinguish the instances?

– TDM metadata keywords TRANSMIT_BAND and 

RECEIVE_BAND could be used

• Optional in TDM spec: would need to be made mandatory in TD-

CSTS spec if multiple instances occur in the same TDM 

– TDM COMMENT containing appropriate Service Management 

functional resource identifier could be mandatory for TD-CSTS

• E.g., “COMMENT Carrier = Forward S-Band”, where “Forward S-

Band is the functional resource ID of the carrier 
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David Berry Comments

• You may wish to consider allowing for XML formatting as well as the 

KVN formatting that is specified in 503.0-B-1. We have the 

NDM/XML document getting ready for publication (505.0-R-2.2 at 

this point) 

• The Complex may wish to retain whatever internal monitoring they

currently have in place

– If the Complex *

only

* produced TDM formatted data, then the 

technicians/diagnosticians would lose a lot of data that would be useful 

to them in solving problems, whereas navigators would get essentially 

everything they need

– DSN example: The DSN currently produces a tracking data format 

called “TRK-2-34”. This data type is created by merging tracking data 

from the uplink system (TRK-2-230) with data from the downlink system 

(TRK-2-229). The TRK-2-34 is available as a realtime flow and also as 

a file. The TRK-2-34 contains a *

lot

* of information that is useful to 

DSN technicians but is of no real use to navigators. Consequently a 

subset of the TRK-2-34 is repackaged as a format called “TRK-2-

18”. The TDM is essentially a replacement for the TRK-2-18, which is a 

subset of the TRK-2-34.
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Purpose and Scope of SC-CSTS

• To provide the capability to change the values of configuration 

parameters during the execution of a Space Link Session (SLS) 

Service Package

– Parameters that are reconfigurable during the execution of the Service 

Package are defined as “controllable”

• Controllable parameters are at the same level of abstraction as 

Configuration Profile parameters

– E.g., no direct control of equipment

• Controllable parameters are a subset of the Configuration Profile 

parameters

• A single instance of the SC-CSTS has access to all controllable 

parameters of the Service Package

– Likely that only one SC-CSTS instance will be permitted per Service 

Package

• Each Complex will likely have its own set of controllable parameters
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Operational Concepts and Questions (1 of 2)

• The set of controllable parameters will be established by Service 

Management

– Controllable parameter naming scheme must be able to account for multiple 

instances of the same controllable parameter

• E.g., “Set Return_S_Carrier:SymbolRate to XYZ”

• Presumably, naming scheme will follow the same functional resource-related approach 

that is adopted for naming monitored parameters

» NOTE: This won’t necessarily be the proposed approach presented on 5 May 2010

– Allowable parameters to be controlled will be governed by:

• The subset of configuration parameters for which the Complex can support real-time 

reconfiguration

• The set of controllable parameters that are in the currently executing configuration 

• The EXECUTE-DIRECTIVE operation of the CSTS Throw-Event procedure 

is flexible in defining what is to be “thrown”

– directive-identifier: identifies the action to be performed

– directive-qualifier: a list of name/value pairs

• Propose that the directive-identifier contain the action (e.g., SET), and the 

directive-qualifier name identify the parameter upon which that parameter is 

to be performed (e.g., Return_S_Carrier:SymbolRate)
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Operational Concepts and Questions (2 of 2)

• What types of actions should be standardized? Two possible 

candidates:

– ATOMIC_SET: All parameters listed in the directive-qualifier must be 

changeable to their new values, or none of them will be (possibly 

implying roll back)

• Negative result acknowledgement/return identifies unchangeable 

parameters?

– BEST_EFFORT_SET: Any parameters listed in the directive-qualifier 

will be changed if they can; those that can’t be changed/were not 

changed will keep their value

• Positive result return identifies unchanged parameters?
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Mapping to CSTS Framework

• One instance of the ASSOCIATION CONTROL procedure

• One (prime) instance of the THROW-EVENT procedure
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Issues with the THROW-EVENT Procedure

• No ASN.1 extension defined for the 

directive-

qualifier

parameter, even though the THROW-

EVENT specification states that 

directive-

qualifier

is extended to be “defined as a list of 

parameter name and parameter values”

• EXECUTE-DIRECTIVE operation checks for validity of 

directive-identifier

parameter value, but not the 

values of the 

directive-qualifier

parameter 

names

– Behavior of the SC-CSTS THROW-EVENT procedure will be 

extended to check validity of 

directive-qualifier

parameter names

• Should this be made a behavior of the Framework THROW-EVENT 

procedure?
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Presentation on File Transfer
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CS File Transfer Specification – Initial Discussions 

• IOAG Service Catalogue #1

• Scope

• Candidate Applications

• File Content / Processing Instructions

• Pull / Push Model – Notification of new files

• File Access & Management

• Security

• General Approach

• Candidate Standards (CCSDS / Non CCSDS)
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IOAG Service Catalogue #1 (1/2)

• CFXS: CSTS Support Transfer File Service

– generic transfer file service allowing to transfer files between two 

units

• CFFS: CSTS Forward File Servcie

– over CFXS

– “allow requesting the dedicated processing for the file being 

transferred“

– Provides information on file content

• collection of Space Packets

• collection of Encapsulation Packets

• file to be processed into CFDP PDUS

– to be embedded either in Space Packets or Encapsulation Packets

– Provides processing instructions

• Forward within TC Frames or AOS Frames 
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IOAG Service Catalogue #1 (2/2)

• CRFS: CSTS Return File Service

– over CFXS

– allow requesting the dedicated processing for the file being 

transferred

– Provides information on file content

• collection of Space Packets

• collection of Encapsulation Packets

• file to be processed into CFDP PDUS

– to be embedded either in Space Packets or Encapsulation Packets

– Provides information on how data were received

• within TC Frames or AOS Frames 
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IOAG Defined Scope

• Between Complex and MDOS

• For the purpose of file transfer between MDOS and 

spacecraft (“space link extension” approach)

• CFDP only single hop with ground based node in the 

Complex

Spacecraft

Ground 

Tracking 

Asset

Control 

Centre

CFFS

CXFS

CRFS
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CSTS Scope

• On ground only

• Between Complex & MDOS

• Between Control Centre & Mission Community 

• Between real end user and Complex?

• Relay for data to be transferred to / from Spacecraft

• Any files generated on a GS or Control Centre

• Files controlling operation of GS or Control Centre

Spacecraft

Ground 

Station

Control 

Centre

Payload 

Centre / 

End User

?
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Candidate Applications (1/2)

• Ground based node for transfer of files from / to a 

spacecraft (IOAG) where the ground node can be loated

in the

– Control Centre

– Ground Station

• Offline of retrieval of recorded telemetry (alternative to 

SLE offline / CSTS Complete)

• Transfer of data generated on the GS

– Tracking data files

– Delta DOR Measurements

– What else?
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Candidate Applications (2/2)

• Transfer of configuration / control files to a GS

– Orbital predictions

– Schedules

– What else?

• Transfer of configuration / control files to a Control 

Centre

– Planning data (planning requests)

– Command / parameter files

– others

• Do we consider access to archives ot of scope?
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Issues in or out of Scope?

• File Content Description

– Define manifest files identifying

• File content (to the level that the recipient needs to know)

• File format?

• Processing Instructions

– Combine with content description?

• Pull Model, Push Model, or both?

• Subscription and automatic push?

• Subscription and notification of new data?

• File Management Services (see dedicated slide)

• Security (see dedicated slide)
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File Access and Management

• File Directory / Catalogue Servcies

• File Management 

– Create / Delete

– Move

– Local copy

• Directory Management

– Create / Delete / Copy

• Storage Control

– Duration of Storage

– Maximum Volume (per client?)
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Security Aspects

• Off the shelf FT protocols support security but must be 

configured and depending on features used may need 

supporting infrastructure

• Firewall issues

• Access Control

– At what level? (mission, individual accounts, …)

– Access Control Groups

– More complex schemes

• What level of privacy / access control is needed?

– E.g. can user X see that data are stored for user Y?

• Key management issues

• Others?
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General Approach

• Use existing standards / services as far as possible

• Specify how these shall be configured and used  Magenta Book

• May require a set of profiles depending on

– Application requirements

– Throughput requirements

– Reliability requirements

– Security requirements

– Standards used for implementation

• Avoid a new specialised CSTS service that must be developed only

for this purpose

– Do we exclude this?

– Do we specify a new service  if no standard exists that can support the 

requirements?

– Do we specify a new service if “we can do better“?
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Candidate Standards

• File Transfer Standards

– FTP, FTPS, SFTP (SSH based FT)

– HTTP / HTTPS ?

– Others?

• CCSDS Standards

– XFDU ?

– Others?


16.9 Annex I
Possible mechanism for specifying the procedure instance(s) that determine the service sub-state

5 May 2010     Tim Ray

The goal:  Provide a mechanism for choosing between service state 2 (bound), service state 2.1 (bound/ready), and service state 2.2 (bound/active) that is flexible enough to accommodate any service.

A possible mechanism to meet this goal:   The User and Provider agree on the subset of (stateful) procedure instances that will contribute to the decision.  If the subset is empty, the service has only 2 states: ‘unbound’ and ‘bound’.  If the subset is not empty, and at least one procedure instance within the subset is started, the service state is ‘bound/active’.  If the subset is not empty, and none of the procedure instances within the subset are started, the service state is ‘bound/ready’.  

Example to illustrate:

Assume that a service instance will use the following procedure instances:

      AC

      BDD #1

      BDD #2

      UDD #1

       CR   #1

i.e. The service instance will use the Association Control procedure, 2 Buffered Data Delivery procedures, 1 Unbuffered Data Delivery procedure, and 1 Cyclic Report procedure.

Case 1:  Only the first instance of the BDD procedure will contribute to the service state.

(An asterisk is placed next to those procedure instances that contribute to the service state; only stateful procedures are candidates).

      BDD #1 *

      BDD #2

      UDD #1

      CR    #1

In this case, the service state will be ‘bound/active’ if the association is bound and BDD #1 is started.

Case 2:  All BDD procedures will contribute to the service state.

      BDD #1 *

      BDD #2 *

      UDD #1

       CR   #1

In this case, the service state will be ‘bound/active’ if the association is bound and either BDD #1 or BDD #2 are started.

Case 3:  All procedure instances (that can be started) will contribute to the service state.

      BDD #1 *

      BDD #2 *

      UDD #1 *

       CR #1 *

In this case, the service state will be ‘bound/active’ if the association is bound and any of the procedure instances are started.

Case 4: The first BDD and the first UDD procedure will contribute to the service state.

      BDD #1 *

      BDD #2 

      UDD #1 *

      CR #1

In this case, the service state will be ‘bound/active’ if the association is bound and either BDD #1 or UDD #1 is started.

Case 5: None of the available procedure instances will contribute to the service state.

      BDD #1

      BDD #2

      UDD #1

      CR #1

In this case, the service state ‘bound’ will not have any sub-states.

Note:  This situation would make more sense if the example was a service instance that did not contain any stateful procedures.
16.10 Annex J
CSTS Overview Presentation (by Tim Ray).

Note from the author of this MoM (M. di Giulio): this presentation has been added to the MoM after the meeting. Therefore it appears in its final shape, i.e. after updating it with the comments received at the Portsmouth meeting.
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SLE Success Story (2002 to 2009)
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CSTS builds on SLE success (1)
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(e.g. Ground Station)
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Station monitoring

CSTS builds on SLE success by supporting additional types of data.  
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CSTS builds on SLE success (2)

SLE

(abstract syntax)

CSTS reuses all the protocol layers underneath SLE, as well as the 

abstract syntax concept for its protocol messages.
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CSTS Specification Framework

CSTS Specification Framework

CSTS adds new services efficiently
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The CSTS Framework provides a reusable foundation that allows 

services to be defined and implemented efficiently.  
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Services use the Framework

Each service uses only those Framework procedures 

that are needed to get the job done.  For example:
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A service may extend the Framework

If a service needs capabilities that are not supplied by the Framework, it may 

extend the Framework – it can create a new procedure that adds new behavior 

and/or new data to an existing procedure.
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A service may refine the Framework

If a service needs more precise capabilities than the abstract capabilities 

provided by the Framework, it may refine the Framework -- for example, a new 

procedure narrows the possibilities provided by an existing procedure.

Association

Control

Real-time

Tracking Data

Framework

Procedures

Framework

Procedures

Service + 

derived 

procedure

Service + 

derived 

procedure

Buffered Data

Delivery

Buffered 

Tracking Data 

Message 

Delivery

“establish 

connection”

“deliver data; 

buffer as needed”

The Buffered-Data-Delivery procedure does not specify the format of the data to be

delivered; the new procedure specifies that the data will match the standard 

Tracking Data Message format.
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Lower-layer Building Block – Operations
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Higher-layer Building Block - Procedures
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Note: The Buffered Data Delivery procedure includes mechanisms 

for buffering and releasing of data units.
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Reading the Framework specification

•

For managers and others interested in the bigger 

picture, sections 1 and 2 are recommended.

•

For implementers and others interested in the 

detailed rules to be followed, sections 3 and 4 are 

recommended.

•

Note that the formal definition of protocol message 

formats is found in Annex C.
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Conclusions

•

The CSTS Framework builds on proven SLE 

concepts, and much of the source code developed 

for SLE can be reused for CSTS.

•

The CSTS Framework provides an efficient path to 

defining and implementing new services – it 

enables savings in time and cost.

•

The Framework specification provides building blocks 

that can be used to build new services.

•

These building blocks can easily be extended and/or 

refined as necessary.

•

While it is possible to transition the existing SLE 

services to the CSTS approach, there are no plans 

to do so at this time.
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Tracking Data CSTS

W-0.4 (Feb 2010)

John Pietras
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Berlin, October 2008
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Changes Since Noordwijk

		Adopts an even simpler approach whereby each data sample is delivered with its metadata

		TDM atomic segment

		VLBI and Delta-DOR have been removed 

		Per David Berry’s suggestion 

		The functional groups in section 2 have been replaced with functional resources 

		Further extension of the START positive return is prohibited 

		As agreed in Noordwijk

		Greatly simplifies the syntax of the START extension 

		Operational Scenario in section 2 has been extended to include a second complete TD-CSTS instance 

		The second complete TD-CSTS instance illustrates how the complete mode may be used during the pass

		Shows contrast its behavior with that of a real-time TD-CSTS instance that is active at the same time 





Berlin, October 2008



Cross Support Services Area
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TDM Atomic Segment

		Every tracking data measurement is reported (along with its associated metadata) in an atomic segment that is the payload of a TRANSFER-DATA invocation

		Eliminates the problem with mixing different types of tracking data in the same segment

		Tracking data to be delivered by a TD-CSTS instance can now be tailored to that service instance 

		In previous versions, all TD-CSTS instances were required to deliver all tracking data generated

		Selection of the tracking data to be delivered by each TD-CSTS instance is managed information
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Cross Support Services Area
Cross Support Transfer Services Working Group



Mapping of TDM Data Elements to TD-CSTS Operations

		The tdm-header parameter is added to positive START return of the Buffered Tracking Data Message Delivery Procedure

		Contains the TDM header, which is required as the first element of a valid TDM

		The data parameter of the TRANSFER-DATA invocation of the Buffered Tracking Data Message Delivery Procedure is refined to be of type octet-string and formatted as a TDM Atomic Segment

		I.e., in accordance with TDM Segment formatting rules
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Operational Concept (1 of 3)

		Service Agreement (somehow) specifies what kinds of tracking data can be reported, from the following set of tracking data types: 

		CARRIER_POWER

		DOPPLER_INSTANTANEOUS

		DOPPLER_INTEGRATED

		Carrier power to noise spectral density ration (PC_N0)

		Ranging power to noise spectral density ration (PR_N0)

		RANGE

		RECEIVE_FREQ

		TRANSMIT_FREQ

		TRANSMIT_FREQ_RATE

		ANGLES 

		When a Service Package is scheduled to provide tracking services, that Service Package is also configured to provide TD service instances

		Each TD service instance is configured to provide one or more of the tracking data types 





Berlin, October 2008



Cross Support Services Area
Cross Support Transfer Services Working Group



Operational Concept (2 of 3)

		When a Service Package containing tracking services starts executing, the tracking data measurements associated with those tracking services are taken at whatever frequencies are appropriate and/or negotiated for those services 

		Different data types may be generated at different intervals 

		Each Atomic segment contains *one and only* of the following : 

		A single carrier power measurement plus its metadata

		A single instantaneous Doppler measurement plus its metadata 

		A single integrated Doppler measurement plus its metadata

		A single carrier power to noise spectral density measurement plus its metadata 

		A single ranging power to noise spectral density measurement plus its metadata

		A single receive frequency measurement plus its metadata

		A single transmit frequency measurement plus its metadata

		A single transmit frequency rate measurement plus its metadata; or 

		A single pair of angle measurements and their metadata
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Operational Concept (3 of 3)

		For each TD service instance, after binding to the service provider the user sends a START invocation 

		The provider returns a START positive result that contains the TDM Header

		Whenever an Atomic Segment becomes available for a tracking data type for which the TD service instance is configured to transfer, the TD service instance transfers that Atomic Segment  

		If measurements for multiple instances of a tracking data type (e.g., transmit frequency) are being generated, and TD-CSTS instance that is configured for that tracking data type receives the Atomic Segments for all instances of the type
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Measurement Qualifier Issue

		Some of the tracking data types have qualifiers

		E.g., range units, angle types

		Some ground stations/antennas can support only some qualifiers for some tracking data types

		Should TD-CSTS instances accept whatever qualified types are supplied by the antenna (resource string) that is allocated to the Service Package?

		What happens if the antenna can supply multiple qualifiers?

		Or should the TD-CSTS configuration profile specify what qualifier is acceptable?

		What happens if no available/acceptable antenna can supply the qualifier – is the Service Package Request rejected?

		Can the TD-CSTS configuration profile specify multiple acceptable qualifiers?





Berlin, October 2008
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Multiple Instance Identification Issue

		Multiple instances of the same tracking data parameter (e.g., receive frequency) may be reported in the same TDM

		Different instances will be reported in different Atomic Segments, but what metadata should be used to distinguish the instances?

		TDM metadata keywords TRANSMIT_BAND and RECEIVE_BAND could be used

		Optional in TDM spec: would need to be made mandatory in TD-CSTS spec if multiple instances occur in the same TDM 

		TDM COMMENT containing appropriate Service Management functional resource identifier could be mandatory for TD-CSTS

		E.g., “COMMENT Carrier = Forward S-Band”, where “Forward S-Band is the functional resource ID of the carrier 
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David Berry Comments

		You may wish to consider allowing for XML formatting as well as the KVN formatting that is specified in 503.0-B-1.  We have the NDM/XML document getting ready for publication (505.0-R-2.2 at this point) 

		The Complex may wish to retain whatever internal monitoring they currently have in place

		If the Complex *only* produced TDM formatted data, then the technicians/diagnosticians would lose a lot of data that would be useful to them in solving problems, whereas navigators would get essentially everything they need

		 DSN example: The DSN currently produces a tracking data format called “TRK-2-34”.  This data type is created by merging tracking data from the uplink system (TRK-2-230) with data from the downlink system (TRK-2-229).  The TRK-2-34 is available as a realtime flow and also as a file.  The TRK-2-34 contains a *lot* of information that is useful to DSN technicians but is of no real use to navigators.  Consequently a subset of the TRK-2-34 is repackaged as a format called “TRK-2-18”.  The TDM is essentially a replacement for the TRK-2-18, which is a subset of the TRK-2-34.  
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